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Abstract 

This study presents an economic model predictive control (EMPC) scheme for the packed-bed reactor (PBR) design 

of a chemical looping combustion (CLC) system. This scheme is enabled by a pseudo-homogeneous process model, 

which accurately represents the macroscopic process behaviour, and enables economics to be optimized online. Both 

CLC stages are optimized whereby the oxidation stage considers energy generation and inert gas use, while the 

reduction stage economizes CO2 production and fuel use. To understand the behaviour of the EMPC, the scheme is 

tested on a CLC plant represented by a multi-scale process model. Both stages are tested under varying initial inlets, 

energy prices, carbon prices, and fuel prices. The optimal policy for the oxidation stage is found to be that of maximal 

peak temperature, where the EMPC results in revenue while the previous state-of-the-art controller results in losses. 

The optimal reduction stage behaviour is highly dependent on carbon and fuel prices whereby a trade-off between 

CO2 selectivity and throughput are observed. An EMPC approach is found to be economically superior to advanced 

regulatory control with up to an order-of-magnitude and ~33% improvements in the oxidation and reduction stages, 

respectively. This study represents a step forward towards the adoption of the intensified PBR CLC process as an 

emerging and viable technology for heat generation with inherent CO2 capture.  
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1. Introduction 

Despite the continued deployment of renewable energy technologies, fossil fuels remain embedded in the global 

energy system, accounting for ~80% of worldwide energy mix [1]. Natural gas, mainly comprised of methane, emits 

less carbon than other fossil fuels and accounts for about quarter of global electricity production [1]. Accordingly, it 

has been touted as a transitional fuel while full renewable deployment occurs [1, 2]. Although cleaner than coal and 

petroleum, CO2 is nonetheless produced in methane combustion, thus carbon capture and storage (CCS) has been 

proposed as a strategy to abate the emissions created by natural gas. However, the cost of carbon capture remains high 

[3] primarily owing to the separation of CO2 from the flue gas [4]. 

Chemical looping combustion (CLC) has been proposed as a potential avenue for reducing the separation burden in 

CCS, which has inhibited its development owing to high costs [5]. CLC employs “inherent” carbon capture as its flue 

gas contains components that are inexpensively separated (e.g., steam) unlike conventional combustion methods. A 

CLC reactor is an intensified process that operates by cycling between oxidation and reduction stages. The oxidization 

stage feeds air and inert gas to provide oxygen to a metallic oxygen carrier (OC), whereby an exothermic reaction 

occurs, and the heated air mixture can be routed to a turbine for energy generation. The reduction stage subsequently 

regenerates the OC using a gaseous or gasified fuel (e.g., natural gas or syngas), which undergoes combustion to 

generate CO2 and water. As the water is easily condensed from the reduction products, there is little flue gas separation 

burden and near complete capture can be achieved [5] in comparison to conventional CCS, which can achieve ~95% 

capture in the best of cases and at high costs [4]. CLC was originally designed as two interconnected fluidized bed 

reactors wherein the OC was cycled between the air and fuel reactors. More recently, CLC in a packed bed reactor 

(PBR) has been proposed [6] to avoid the cyclone necessary to separate the OC and the hot gas; this also increases 

combustion efficiency and features a more compact reactor, thus intensifying the traditional CLC process.  

CLC systems are typically operated with constant inlet flowrates of air/inert and fuel in the oxidation and reduction 

stages, respectively [6, 7, 8]. Increasingly, the control of CLC systems is being investigated to improve energy output 

and utility use. To this regard, Gu et al. [9], Kim et al. [10], Wang et al. [11], and Wanotayaroj et al. [12] have deployed 

conventional feedback (PID) controllers in CLC systems to regulate reactor temperatures using heaters. Moreover, 

model-based dynamic optimization and optimal control have also been applied to CLC by Lucio & Ricardez-Sandoval 

[13], Parker & Biegler [14], and Toffolo & Ricardez-Sandoval [15]; these scheme aim to deploy time-varying inlet 

flowrates to regulate outlet temperature, conversion, pressure, and component concentrations. Notably, while the 

aforementioned schemes aim to regulate towards pre-specified set points, Han & Bollas [16] deployed a dynamic 

optimization scheme that maximizes outlet temperature over a CLC PBR cycle, thus explicitly optimizing for a 

performance metric. 

Another important factor in the operation of CLC, and indeed all PCC processes, is the cost. For CLC, some work has 

been conducted in techno-economic optimization, which optimizes design parameters and operating conditions subject 

to long-term costs. For instance, Iloeje et al. [17] optimized the levelized cost of electricity as well as process efficiency 

of a rotary-bed CLC. More recently, Okoli et al. [18] optimized the total annualized process cost, which consisted of 

equipment and operating costs for a moving bed CLC. Both technoeconomic studies considered the reactor geometries 

as decision variables, while the latter also considered inlet conditions (e.g., flowrates and pressures). While these 
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previous optimization studies make offline (i.e., not implemented in the plant real-time) decisions, the economic 

considerations explored therein (e.g., operating costs) can be adapted for online decision making. Economic objective 

functions optimized online could provide an avenue for improvement in process cost through smarter real-time 

allocation of utilities subject to market conditions and upstream disturbances. 

The optimization and advanced model-based control of CLC necessitate the application of comprehensive dynamic 

process models that capture the behaviour of the process with sufficient detail. To this end, several mechanistic and 

reduced order CLC models have been proposed in the literature. Noorman et al. [6] first proposed a homogeneous 

(i.e., macroscale) and then a multi-scale model [19, 20] for the dynamics of a PBR CLC with a copper-based OC. 

Subsequently, Han et al. [7, 21] also proposed a multi-scale model for a PBR CLC with a nickel-based OC.  

For dynamic processes like CLC, economic model predictive control (EMPC) [22] can provide a way to reconcile the 

economic optimization and process control problems. EMPC solves a dynamic optimization problem to determine the 

economically optimal inputs while considering constraints, which ensure realistic and safe operational limits are 

observed. Moreover, it can accommodate for changing market conditions (e.g., prices) by adjusting the operating 

policy to meet changing incentives. In the PBR case, the operation of each CLC stage is on the timescale of hours; 

this necessitates requires a short-term online optimization paradigm such as EMPC, which uses an internal process 

model to predict the process economics into the future and can be re-solved at a high frequency. By determining 

economically optimal control actions, EMPC can serve to intensify processes by enabling the economical dynamic 

generation of products and allocation of utilities; this can further improve the performance of an already intensified 

dynamic process like PBR CLC. 

Several studies have identified process intensification as an avenue to achieve sustainability, cost reduction, and 

energy efficiency goals [23–25]. The benefits from an intensified process like PBR CLC can be further augmented 

through control and economic optimization [24, 25]. Based on the review above, there is a gap pertaining to the 

economically optimal dynamic operation of CLC systems. To the authors’ knowledge, no previous studies have 

considered the use of EMPC for CLC, likely owed to the difficulty in implementing a detailed process model that 

facilitates optimizing the process economics online. No economic functions for online deployment have been proposed 

for the CLC stages; to this end, we propose novel economic functions for both reduction and oxidation stages, which 

jointly maximize production while minimizing utility expenditure. The economic optimization problem is enabled by 

a pseudo-homogeneous process model that accurately predicts macroscopic system dynamics while remaining 

computationally parsimonious; the decisions of this model are tested in a simulated plant represented by a highly 

detailed multi-scale industrial process model. 

This study is organized as follows: section 2 provides general formulations for the economically optimal predictive 

control of CLC; section 3 presents a case study of nickel-based OC PBR described by both pseudo-homogenous and 

a multi-scale models; section 4 tests the proposed scheme in both CLC stages; section 5 provides conclusions and 

future work directions. 

2. Proposed CLC EMPC formulations 

The CLC stages are semi-batch (i.e., stage-wise) processes whereby products are generated while continually 

expending utilities. In the reduction stage, the product is energy while the utility is the inert gas. In the oxidation stage, 
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a high-purity CO2 product is generated while expending fuel. Traditionally, CLC has used constant (i.e., time-

invariant) feed flowrates; the control approaches reviewed in the previous section take the first steps in removing this 

assumption. Herein, we also propose the dynamic use of feed streams; however, we advance the existing CLC control 

literature by deploying an EMPC as depicted in Figure 1.  

The main principle behind EMPC is to solve a dynamic optimization problem with an economic objective function; 

this allows for the optimal allocation of the input trajectory such that the income-generating product of a process is 

maximized while utilities are minimized. The solution to the EMPC problem is recurrently deployed online (i.e., in 

the plant) and feedback is provided such that the input decisions can be updated subject to the current plant state. In 

the context of CLC, EMPC can further intensify the process by optimally allocating the air/inert feeds to maximize 

energy generation in the oxidation stage and the fuel feed to maximize CO2 avoidance in the reduction stage. The 

EMPC-specified actuation of these feeds is favourable to tracking control (e.g., MPC), which regulates the system 

towards pre-specified set points that may not be economically optimal. Further, EMPC is well suited to CLC as it can 

adjust its operating policy to changing economic conditions; since the CLC stages are usually short, these changes 

will typically occur between (and not within) stages. 

 
Figure 1: Proposed EMPC scheme. 

As shown in Figure 1, an EMPC works to provide economically optimal control actions to the plant subject to changing 

economic incentives. The plant is operated for a given time interval (∆𝑡), upon which the states are provided as 

feedback to the EMPC, which makes the scheme closed-loop. An EMPC formulation, stated generally as to apply to 

any CLC configuration, is as follows: 

max
𝒖𝒕"𝒋

+𝜙"(𝑷𝒕, 𝒙1𝒕$𝒋) − 𝜙&(𝑷𝒕, 𝒖𝒕$𝒋
'

()*

) 

𝒇6𝒙1𝒕$𝒋, 𝒖𝒕$𝒋7 = 𝒙1𝒕$𝒋$𝟏                                                                                                                        ∀𝑗 ∈ {0,… , 𝑃 − 1} 

𝒙1𝒕 = 𝒙𝒇𝒅𝒃𝒌 

𝒈6𝒙1𝒕$𝒋, 𝒖𝒕$𝒋7 ≤ 𝟎                                                                                                                                     ∀𝑗 ∈ {1,… , 𝑃} 

𝒖𝒕$𝒋 ∈ 𝓤                                                                                                                                             ∀𝑗 ∈ {1,… , 𝑃} 

𝒖𝒕$𝒋 = 𝒖𝒕$𝒋$𝟏                                                                                                                                     ∀𝑗 ∈ {𝐶,… , 𝑃 − 1} 

(1)  

where, respectively, 𝒙1𝒕$𝒋 ∈ ℝ0$ and 𝒖𝒕$𝒋 ∈ ℝ0% denote the predicted states and manipulated variables at time 𝑗 in the 

future. The model 𝒇:ℝ0$ ×ℝ0% → ℝ0$ maps the states of the systems and the inputs on the prediction horizon 𝑃 such 

that the dynamics of the systems are predicted (Figure 2). The current (i.e., at time 𝑡 when the EMPC problem is 

executed) states of the system are obtained as feedback from the plant (𝒙𝒇𝒅𝒃𝒌 ∈ ℝ0$) and fixed at 𝑗 = 0 on the horizon 

(𝒙1𝒕, Figure 2); by conveying feedback in this way, the predictions remain accurate. The EMPC can also address any 

Plant (𝒇𝒑)

States: 𝒙𝒕			(𝑡 ← 𝑡 + ∆𝑡)

EMPC (𝒇)
Control actions: 𝒖𝒕 𝒙𝒕+𝟏Prices: 𝑷𝒕
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trajectory constraints that the process may have, where	𝒈:ℝ0$ ×ℝ0% → ℝ0& 	maps the states and the inputs to the 

constraints on the prediction horizon 𝑃 such that any safety, purity, and performance goals are satisfied. 

The manipulated variables on the control horizon 𝐶 are the decision variables for the EMPC problem. They are 

bounded within the feasible region 𝓤, which contains realistic ranges for actuation. 𝐶 ≤ 𝑃, thus, beyond the control 

horizon, the manipulated variables are fixed until the end of the prediction horizon; this is done through the last 

constraint in (1) and shown in Figure 2.  

 
Figure 2: Key predictive control points. 

The objective function is composed of product (𝜋) and utility (𝜐) terms, 𝜙" ∈ ℝ and 𝜙& ∈ ℝ, respectively. The 

economic objective is dependent on the unit prices (𝑷𝒕 ∈ ℝ0'), which are assumed to be time-invariant (i.e., constant) 

in the prediction horizon 𝑃 wherein the profit is maximized while utility use is minimized in the objective function. 

Constant prices are assumed in the present study as CLC systems operate on a short timescale wherein the relevant 

markets (e.g., energy) are relatively stable. However, we note that market changes can be incorporated into the EMPC 

economic model by indexing the pricing vector with respect to the horizon (i.e., if a pricing schedule is known) or by 

updating the price vector at each EMPC iteration (i.e., if price fluctuations are detected). By optimizing the trajectory 

of the economic quantities, the ongoing production and consumption of products and utilities in the CLC outlet and 

inlet are, respectively, allocated optimally. In particular, the dynamic optimization of the economic function allows 

for dynamically varying inputs as shown in Figure 2; this is novel within the CLC literature as discussed in section 1 

and serves to minimize resource use. As mentioned in section 1, no economic functions have been proposed previously 

for online use in a CLC system. Herein, we propose distinct economic functions for each stage and state them generally 

so they can be applied in any CLC design. The optimization criteria for the oxidation stage are energy generation and 

inert use, while the criteria for the reduction stage are CO2 avoided, downstream separation burden, and fuel 

consumption; these are presented in detail next. 

2.1. Oxidation economics 

The CLC uses a cold air stream to oxidize the metal OC in the reactor. In doing so, the air is heated to 𝑇123(𝐾) such 

that it is used as the working fluid in a gas turbine. Additionally, inert 𝑁4 gas is often used to increase the flowrate of 

the inlet or to dilute the oxygen concentration in the air stream, thus the total inlet to the CLC is 𝐹50 = 𝐹657 +

𝐹8((𝑚𝑜𝑙/𝑠). The product (𝜋) and utility (𝜐) for this stage are the energy from the hot air and the inert inlet, 
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respectively. The product term in the objective function for (1) is expressed as follows for the oxidation stage at time 

𝑗: 

𝜙",1:,( = 𝑃;𝜂𝐹313,123,(𝐶<,=(𝑇123,( − 𝑇7;=) (2)  

where 𝐹123,313(𝑚𝑜𝑙/𝑠)	denotes the total molar outlet flowrate of heated gas. 𝑃;($𝐶𝐴𝐷/𝑘𝑊ℎ) is the commercial 

electricity price (e.g., Ontario prices [26] to which the appropriate unit conversions must be applied); this is the price 

at which the energy produced by the CLC is sold to consumers. 𝐶<,= is the outlet fluid heat capacity [13]; the sensible 

heat in the CLC outlet air is assumed to carry all the energy for power generation herein (i.e., only a gas turbine is 

considered and not a combined cycle); however, equation (2) can be adjusted for other forms of heat transfer (e.g., 

latent).	𝜂 is an electrical generation efficiency factor, which accounts for the downstream thermal efficiency of the 

turbine [27]. 𝑇7;= is the gas turbine outlet temperature [15], which allows for calculating the amount of sensible heat 

extracted from the gas. 

Furthermore, the utility term for the oxidation stage can be represented at time 𝑗 as follows: 

𝜙&,1:,( = 𝑃8(�̇�8(,50,( (3)  

where �̇�8(,50,( 	(𝑚
>/𝑠) denotes the inlet volumetric flowrate of inert gas and 𝑃8(($𝐶𝐴𝐷/𝑚

>) is the cost of inert 𝑁4, 

which is typically denominated on a volumetric basis [28].  

2.2. Reduction economics 

Once the CLC oxidation stage occurs, the OC must be reduced by a fuel such that it can eventually be re-used for 

energy generation. To do so, a gaseous (or gasified) fuel, with inlet flowrate 𝐹=2;?(𝑚𝑜𝑙/𝑚4/𝑠), is used for combustion 

on the oxidized OC. The reactor outlet in this stage is composed of the combustion products; the most expensive of 

these are the CO2 and the unreacted fuel. Accordingly, the product (𝜋) and utility (𝜐) for this stage are the CO2 and 

the fuel inlet, respectively. The product term in the objective function for (1) is expressed as follows for the reduction 

stage at time 𝑗: 

𝜙",7;@,( = 𝑃AB(�̇�AB(,123,( (4)  

where �̇�AB(,123,((𝑡𝑛/𝑠) denotes the mass flowrate of carbon dioxide produced in the CLC and  𝑃AB(($𝐶𝐴𝐷/𝑡𝑛) is the 

carbon price, which is typically denoted on a tonne basis [29]. This term is maximized as nearly all CLC-produced 

CO2 can be utilized or stored. Thus, equation (4) effectively represents an avoided carbon tax that would have been 

paid if CO2 was released into the environment by an emissive combustion method; the inherent carbon capture in CLC 

avoids these emissions. Moreover, the utility term for the reduction stage is as follows at time 𝑗: 

𝜙&,7;@,( = 𝑃=2;?�̇�=2;?,50,( + 𝑃C;<�̇�=2;?,123 (5)  

where �̇�=2;?,50,(  and �̇�=2;?,123(𝑚>/𝑠) denote, respectively, the inlet and outlet volumetric flowrates of fuel (the latter 

represents the unreacted fuel). Moreover, 𝑃=2;?($𝐶𝐴𝐷/𝑚>) and 𝑃C;<($𝐶𝐴𝐷/𝑚>) are, respectively, the fuel price [30] 
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and downstream separation price [31]. The former cost terms disincentivizes the consumption of fuel while the latter 

term can increase CO2 purity in the outlet stream such that the amount of unused fuel is minimized, thus also 

minimizing any further downstream separation burden.  

3. PBR CLC models 

With respect to traditional energy generation methods CLC, is intensified as it has inherent carbon capture, whereby 

the flue gas will contain high CO2 purity and condensable species, avoiding the need for the costly downstream 

separation in conventional CCS. The process models in the present study are based on Toffolo et al. [32], which used 

a nickel-based OC for an industrial-scale CLC PBR. The PBR layout further employs intensification as both stages 

are carried out in a single vessel, thus avoiding an OC separation unit, and making the process more modular. As 

outlined previously, the CLC system contains interacting multi-scale phenomena and operates in oxidation and 

reduction stages; these are depicted in Figure 3. A column layout with inlets at the bottom (0) and outlets at the top 

(𝐿) is adopted with a cross-sectional area 𝐴D(𝑚4); the streams in this column design are denominated as fluxes (𝐺). 

As with Toffolo et al. [32], methane (CH4) is used as fuel in the present study. 

As per this coordinate system, the outlet temperature and CO2 flow variables defined in section 2.1. and section 2.2., 

respectively, can be specified as 𝑇123 = 𝑇D)E(𝐾) and �̇�AB(,123(𝑡𝑛/𝑠) = 𝐺AB(,D)E𝐴D𝑀AB( where 𝑀AB((𝑡𝑛/𝑚𝑜𝑙) 

denotes the molar mass of CO2. Further, the inlets for the oxidation stage are �̇�8(,50,( 	(𝑚
>/𝑠) = 𝐺8(𝐴D𝑉F,8( and 

�̇�657,50,( 	(𝑚>/𝑠) = 𝐺657𝐴D𝑉F,657 while the inlet for the reduction stage is �̇�=2;?,50 = 𝐺AG)𝐴D𝑉F,AG) where 𝑉F,5 denotes 

molar volumes. These inlets and outlets are shown in Figure 3. 

 
Figure 3: CLC PBR axial and particle radial domains; red depicts oxidation stage and green depicts reduction stage. 

The length of the packed bed is denoted by the variable 𝑧 ∈ {0,… , 𝐿} and the particle radii are denoted by the variable 

𝑟H ∈ {0,… , 𝑅<}; these are the spatial coordinates that the CLC system is distributed in. Moreover, CLC is a dynamical 

Inert (nitrogen) 

Air + inert: 𝐺𝑎𝑖𝑟 , 𝐺𝑁2

Fuel (methane): 𝐺𝐶𝐻4

Hot air (𝑇𝑧=𝐿)

Combustion products:
(𝐺𝑖,𝑧=𝐿)

𝑧 = 0

𝑧 = 𝐿

𝑟𝑐 = 𝑅𝑝 𝑟𝑐 = 0

𝑁𝑖𝑁𝑖𝑂

𝑂2𝐻𝑒𝑎𝑡

𝐶𝐻4 𝐶𝑂2 + 𝐻2𝑂

𝑁𝑖𝑂 𝑁𝑖
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process, thus it is also variable with respect to the temporal domain 𝑡. The reduction stage contains the components 

𝑖 = {𝐶𝐻I, 𝐻4, 𝐶𝑂, 𝐶𝑂4, 𝐻4𝑂,𝑁4}, while the oxidation stage contains 𝑖 = {𝑂4, 𝑁4}. Danckwerts boundary conditions 

are used for this system; these are common for PBRs [33] since they impose gradients corresponding to multi-phase 

and bulk-boundary mass/energy transfer. The column design parameters and nominal operating conditions for the 

CLC system are listed in Table 1. No intra-stage disturbances were considered in the present study as the focus was 

on pricing; however, stochastic disturbances in inlet feed properties (e.g., temperature, Table 1) could affect the EMPC 

operation of the CLC PBR. 
Table 1: Nickel OC PBR design parameters and nominal operating conditions. 

Design parameter Symbol (units) Values 

Reactor length [32] 𝐿(𝑚) 11 

Reactor diameter [32] 𝐷(𝑚) 5.5 

Particle diameter [32] 𝐷H(𝑚𝑚) 5 

Particle porosity [32] 𝜀H 0.4 

Operating condition   

Initial nickel concentration [32] 𝐶85,JK (𝑘𝑔/𝑘𝑔	𝑂𝐶) 0.3 

Inlet temperature [32] 𝑇50(℃) 450 

Inlet pressure [32] 𝑃50(𝑏𝑎𝑟) 17 

Gas turbine outlet temperature [15] 𝑇7;=	(𝐾) 723 

Efficiency factor [27] 𝜂 0.41 

As mentioned previously, both multi-scale and pseudo-homogeneous models are deployed this study and follow the 

conditions specified in Table 1. While the multi-scale model provides excellent prediction accuracy in both particle 

and packed bed axial quantities, modelling two spatial domains evolving at different timescales is computationally 

expensive and difficult to solve with conventional optimization solvers. Instead, the pseudo-homogeneous model, 

which assumes a homogeneous particle domain while yielding good macroscopic process predictions, is deployed for 

the EMPC as it has reduced model complexity and lower computational cost. Both models use Danckwerts boundary 

conditions, contain the same chemical components, use the same reaction kinetics, and model the axial domain. The 

main difference occurs in the pseudo-homogeneous model, which does not consider the radial domain of the particle, 

thus not fully capturing the particle-bulk interactions.  

The model developed and validated in Toffolo et al. [32] was found to be in good agreement with the experimental 

data from Hamers et al. [8] and Han et al. [16] for the oxidation stage as well as the data from Jin and Ishida [34] and 

Spallina et al. [35] for the reduction stage. The differential conservation equations in both models are outlined next, 

the reader is referred to Toffolo et al. [32] for details on algebraic equations.  

3.1. Multi-scale (MS) model 

The multi-scale model makes the following assumptions: 

1. The feed is uniformly distributed in the reactor radius. 

2. The gas velocity is constant in the spatial domains. 
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3. The OC particles are perfectly spherical with uniform distribution of nickel on their surface. 

4. The OC particles are uniformly distributed within the PBR. 

5. The macroscopic structure of the OC is uniform and not affected by the reactions. 

6. The gas within the OC radial domain is the same temperature as the particle. 

7. The thermal conductivity of the gas is negligible with respect to that of the OC. 

8. There is negligible heat loss to the environment. 

In the present study, the multi-scale model is deployed as the simulated plant model, i.e. it represents the plant in our 

computational framework shown in Figure 1.  

3.1.1. Multi-scale material balances 

The material quantities in the reactor are modelled to determine combustion efficiency, conversion, and recovery rates. 

As the bulk fluid reacts with the OC, thus depleting or enriching the OC, material balances for both are carried out. 

As shown in equations (6)–(11), the macro and micro-scale models both consider component diffusivities; however, 

the reactions are assumed to occur in the micro-scale while the throughput (i.e., flowrates) are modelled in the macro-

scale. The bulk reaction material balance, along with its corresponding boundary conditions, are as follows: 

𝜀L
𝜕𝐶5
𝜕𝑡 +

𝜕𝐹5
𝜕𝑉 =

𝜕
𝜕𝑧 u𝐷6:,5

𝜕𝐶5
𝜕𝑧 v + 𝑘H,5𝑎M w𝐶H,5|7*)O+ − 𝐶5x (6)  

𝜀L𝐷6:,5
𝜕𝐶5
𝜕𝑧 yD)J

=
𝐹5|D)J − 𝑦5,50𝐹50

𝐴D
 (7)  

𝜕𝐶5
𝜕𝑧 yD)E

= 0 (8)  

where 𝐶5(𝑚𝑜𝑙/𝑚>), 𝐹5(𝑚𝑜𝑙/𝑠), 𝑘H,5(𝑚/𝑠), 𝐷6:,5(𝑚4/𝑠), 𝐶H,5|7*)O+(𝑚𝑜𝑙/𝑚
>), and 𝑦5,50(𝑚𝑜𝑙/𝑚𝑜𝑙) denote, 

respectively, the component bulk concentrations, flowrates, rate constants, diffusivities, particle-bulk boundary 

concentrations, and inlet molar fractions. 𝐹50 denotes the total inlet flowrate to the reactor, while 𝜀L and 𝑎M(𝑚4/𝑚>) 

are, respectively, the bed porosity and the volume-specific particle surface area. The particle material balance, and its 

associated boundary conditions, are as follows: 

𝜀H
𝜕𝐶H,5
𝜕𝑡 =

1
𝑟H4

𝜕
𝜕𝑟H

u𝐷;,5𝑟H4
𝜕𝐶H,5
𝜕𝑟H

v + 𝜀H𝜌C+𝑟5,(

0,

()*

 (9)  

−𝐷;,5
𝜕𝐶H,5
𝜕𝑟H

y
7*)O+

= 𝑘H,5 u𝐶H,5}7*)O+ − 𝐶5v (10)  

𝜕𝐶H,5
𝜕𝑟H

y
7*)J

= 0 (11)  

where 𝐶H,5(𝑚𝑜𝑙/𝑚>) and 𝐷;,5(𝑚4/𝑠) denote the component particle concentrations and diffusivities. 𝑟5,((𝑚𝑜𝑙/𝑘𝑔/𝑠) 

denote the component reaction rates in the 𝑗3P reaction. 𝜌C(𝑘𝑔/𝑚>) is the solid density while 𝜀H is the carrier porosity. 

3.1.2. Multi-scale energy balances 
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The energy in the reactor is modelled to determine the heat generated by the reactions that can then be used for power 

generation. As with the material balances, the bulk and particle are constantly exchanging energy, thus balances for 

both are necessary. Thermal conductivity is modelled on both scales while throughput and reactivity are featured in 

the macro and micro-scales, respectively. The energy balance for the bulk phase, and its associated boundary 

conditions, are as follows: 

𝜀L𝐶<,=𝐶Q
𝜕𝑇
𝜕𝑡 + 𝐶<,=𝐹Q

𝜕𝑇
𝜕𝑉 =

𝜕
𝜕𝑧 u𝜆6:

𝜕𝑇
𝜕𝑧v + ℎ=𝑎M w𝑇H|7*)O+ − 𝑇x (12)  

𝜀L𝜆6:
𝜕𝑇
𝜕𝑧yD)J

=
𝐶<,=𝐹Q(𝑇H|D)J − 𝑇50)

𝐴H
 (13)  

𝜕𝑇
𝜕𝑧yD)E

= 0 (14)  

where 𝐶Q(𝑚𝑜𝑙/𝑚>), 𝑇(𝐾), 𝐹Q(𝑚𝑜𝑙/𝑠), and 𝑇H|7*)O+(𝐾) denote the total material concentration, bulk temperature, 

total bulk flowrate, and particle-bulk boundary temperature. 𝐶<,=(𝐽/𝑚𝑜𝑙/𝐾), 𝜆6:(𝑊/𝑚/𝐾), ℎ=(𝑊/𝑚>/𝐾) are the 

bulk fluid heat capacity, the bulk thermal conductivity, and the bulk-particle heat transfer coefficient. The particle 

energy balance, and its associated boundary conditions, are as follows: 

w(1 − 𝜀H)𝜌C𝐶<,C + 𝜀H𝐶<,H𝐶Qx
𝜕𝑇H
𝜕𝑡 =

𝜆H
𝑟H4

𝜕
𝜕𝑟H

u𝑟H4
𝜕𝑇H
𝜕𝑟H

v + 𝜀H𝜌C+(−∆𝐻()𝑟(

0,

()*

 (15)  

−𝜆H
𝜕𝑇H,5
𝜕𝑟H

y
7*)O+

= ℎ= w𝑇H|7*)O+ − 𝑇x (16)  

𝜕𝑇H
𝜕𝑟H

y
7*)J

= 0 (17)  

where 𝑇H(𝐾) denotes the particle temperature. 𝑟((𝑚𝑜𝑙/𝑘𝑔/𝑠) and (−∆𝐻()(𝐽/𝑚𝑜𝑙) denote, respectively, the total 

reaction rate and enthalpy of the 𝑗3P reaction. 𝐶<,C(𝐽/𝑚𝑜𝑙/𝐾), 𝐶<,H(𝐽/𝑚𝑜𝑙/𝐾), and 𝜆H(𝑊/𝑚/𝐾) denote the OC heat 

capacity, the intra-particle fluid heat capacity, and the particle thermal conductivity, respectively. 

3.2. Pseudo-homogeneous (PH) model 

The pseudo-homogeneous model assumes that the intra-particle gradients are negligible such that the particles radius 

domain need not be modelled; this occurs when the reactions are the rate-limiting step. For accurate predictions to be 

yielded within this regime, the following conditions must hold: 

1. 𝐷/𝐷H > 100: the particle diameters are small with respect to the reactor dimensions. 

2. ℎ= > 0.1	𝑊: the heat transfer coefficient leads to fast macroscopic heating (i.e., not rate-limiting). 

3. 𝑘H,5 > 0.05	𝑚/𝑠: the mass transfer coefficients lead to fast macroscopic mass transfer (i.e., not rate-

limiting). 

4. 7-,/R0S0T+(

T1,-A-
< 1: the Weisz-Prater criterion holds such that particle diffusion is not rate-limiting. 



 10 

where  𝜖C = 1 − 𝜖H. These criteria were established by Han et al. [21] and Diglio et al. [36] to generate a usable range 

for the pseudo-homogeneous model. Toffolo et al. [32] verified that these are adhered to in the present model. The 

material and energy balances for the pseudo-homogeneous model are as follows: 

𝜀L
𝜕𝐶5
𝜕𝑡 +

𝜕𝐹5
𝜕𝑉 =

𝜕
𝜕𝑧 u𝐷6:,5

𝜕𝐶5
𝜕𝑧 v + 𝜀H𝜌C+𝑟5,(

0,

()*

 (18)  

𝜀L𝐶<,=𝐶Q
𝜕𝑇
𝜕𝑡 + 𝐶<,=𝐹Q

𝜕𝑇
𝜕𝑉 =

𝜕
𝜕𝑧 u𝜆6:

𝜕𝑇
𝜕𝑧v + 𝜀H𝜌C+(−∆𝐻()𝑟(

0,

()*

 (19)  

where all variables and parameters are defined as in the multi-scale model. As is evident from equations (18) and (19), 

the pseudo-homogeneous model uses the multi-scale bulk balances while incorporating the previously micro-scale 

reactions in its macro-scale. The resulting surrogate model is easier to simulate as less PDEs must be coupled, yet it 

can capture the full range of dynamics exhibited in the CLC processes. As with the multi-scale model, the Danckwerts 

boundary conditions corresponding to equations (7), (8), (13), and (14) are used. 

3.3. Reaction kinetics 

Al2O3-supported NiO is assumed to be the OC in this work but the EMPC scheme above is stated generally as to apply 

broadly. This OC was chosen by Toffolo et al. [32] as it exhibits fast kinetics, high fuel conversion, and durability. 

Seven reactions 𝑛7 = 7 with rates 𝑟(∀𝑗 ∈ {1,… , 𝑛7}(𝑚𝑜𝑙/𝑘𝑔/𝑠) and rate constants 𝑘(∀𝑗 ∈ {1,… , 𝑛7}(𝑠U*) are 

assumed to occur in the CLC system, which are dependent on the conversion rate of the OC, expressed as follows: 

𝑑𝑋
𝑑𝑡 =

∑ 𝑣(𝑟85,(
0,
()*

𝐶85,J
 (20)  

where 𝑋, 𝑣((𝑚𝑜𝑙/𝑚𝑜𝑙), and 𝐶85,J(𝑚𝑜𝑙/𝑘𝑔	𝑂𝐶) denote the conversion rate, stoichiometric coefficient of the 𝑗3P 

reaction, and the initial molar nickel concentration. The following reaction, with its corresponding rate, occurs in the 

oxidation stage: 

2𝑁𝑖 + 𝑂4 → 2𝑁𝑖𝑂:				𝑟* =
𝑎J𝑘*
𝑃50*.J4

(1 − 𝑋)4/>𝐶B(𝐶85,J
K  (21)  

where 𝑎J(𝑚4/𝑔	𝑂𝐶	), and 𝑃50(𝑏𝑎𝑟) denote the mass-specific surface area of OC and the inlet pressure, respectively. 

Concentrations denoted with an apostrophe (e.g., 𝐶85,JK ) are denominated in a mass basis (e.g., 𝑘𝑔/𝑘𝑔	𝑂𝐶). The 

oxidation rate considers assumes a shrinking core model wherein changing availability of reaction surface is accounted 

for; its kinetic parameters were obtained from Zhou et al. [37] and Nordness et al. [38]. 

The following reactions, with their corresponding rates, occur in the reduction stage: 

𝐶𝐻I + 2𝑁𝑖𝑂 → 2𝑁𝑖 + 𝐶𝑂4 + 2𝐻4:				𝑟4 = 2𝑘4𝑎J(1 − 𝑋)𝐶AG)𝐶85B𝐶85 (22)  

𝐶𝐻I +𝑁𝑖𝑂 → 𝑁𝑖 + 𝐶𝑂4 + 2𝐻4:				𝑟> =
𝑎J𝑘>
𝑃50*.J*

(1 − 𝑋)(−ln	(1 − 𝑋))*U
*
0𝐶AG)𝐶85B,J

K  (23)  

𝐻4 +𝑁𝑖𝑂 → 𝑁𝑖 + 2𝐻4𝑂:				𝑟I = 𝑘I𝑎J(1 − 𝑋)𝐶G(𝐶85B (24)  
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𝐶𝑂 + 𝑁𝑖𝑂 → 𝑁𝑖 + 𝐶𝑂4:				𝑟X =
𝑎J𝑘X
𝑃50*.4*

𝑛(1 − 𝑋)(−ln	(1 − 𝑋))*U
*
0𝐶AB𝐶85B,JK  (25)  

𝐶𝐻I +𝐻4𝑂 → 3𝐻4 + 𝐶𝑂:				𝑟Y =
𝑘Y �𝑃AG)𝑃G(B −

𝑃G(
>𝑃AB
𝐾Y

�

𝑃G(B
*.XYZY  (26)  

𝐶𝑂 + 𝐻4𝑂 → 𝐻4 + 𝐶𝑂4:				𝑟[ =

𝑘[
𝑃G(

u𝑃AB𝑃G(B −
𝑃G(𝑃AB(
𝐾[

v

u1 + 𝐾[,AB𝑃AB +𝐾[,G(𝑃G( +𝐾[,AG)𝑃AG) +
𝐾[,G(B𝑃G(B

𝑃G(
v
4 (27)  

where 𝐶85B,JK (𝑘𝑔/𝑘𝑔	𝑂𝐶) denotes the initial mass concentration of nickel oxide, 𝑛 is a kinetic coefficient, 𝑃5(𝑏𝑎𝑟) 

denote component partial pressures. 𝐾[, 𝐾[,AB, 𝐾[,AG), and 𝐾[,G(B(𝑏𝑎𝑟
U*)  denote overall and specific adsorption 

coefficients.  

Equations (22)–(25) represent the reduction reactions while equations (26) and (27) represent the equilibrium reactions 

present in the reduction stage. The reactions corresponding to Equations (22) and (24) have been observed to occur 

more quickly that those corresponding to equations (23) and (25) [34], which are more prevalent at the end of the 

reduction stage. Accordingly, a modified volumetric model is used to for equations (22) and (24), with parameters 

from Iliuta et al. [39], while the Avrami-Erofeev nucleation model was used in equations (23) and (25) with parameters 

from Han et al. [7, 21]. The equilibrium reactions (26) and (27) are, respectively, steam-methane reforming and water-

gas shift. The equilibrium parameters are obtained from Numaguchi & Kikuchi [40] and Spallina et al. [35] for the 

former, along with Nordness et al. [38] for the latter. 

3.4. Model deployment 

The multi-scale and pseudo-homogeneous models outlined herein are used as the simulated plant (𝒇𝒑: equations (6)–

(17)) and internal EMPC model (𝒇: equations (7), (8), (13), (14), (18), (19)), respectively. All operating conditions 

are stated in Table 1 or found in Toffolo et al. [32]. The pseudo-homogeneous model was used in the EMPC to reduce 

the computational effort; this is discussed in the results. Both models are discretized in the axial domain using six-

point orthogonal collocations on four finite elements with Lagrange-Radau polynomials. Moreover, the multi-scale 

model is discretized using five central finite difference elements in the radial domain. Both models are discretized into 

𝜏 = 10	𝑠 finite time elements using backward finite differences; however, the sampling intervals and the prediction 

horizons vary as shown in Table 2. These discretization schemes were chosen such that the models could remain 

accurate while being parsimonious. Note that one solve of the multi-scale (MS) model constitutes one sampling 

interval while one solve of the pseudo-homogeneous (PH) model is the entire predictions horizon; as reflected in Table 

2, the PH model can predict the entire horizon with slightly more variables than it take the MS model to predict one 

sampling interval. The study was performed on an Intel core i7-4770 CPU @ 3.4 GHz with 32 GB RAM; the simulated 

(MS) plant and optimization problems (PH) were implemented in Pyomo [41] with the IPOPT solver [42] used on the 

latter. 
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Table 2: Time discretization and number of equations for difference stages and models used herein. 

Stage 
Sampling 
interval 

(∆𝒕)	

Stage 
length 

(𝒕𝒇) 
Model 

Prediction 
horizon 

(𝑷) 

Number of 
discretized 

equations per 
solve 

Number 
of 

unknowns 
per solve 

Oxidation 50	𝑠 4000	𝑠 
MS − 9688 − 

PH 500	𝑠 12655 100 

Reduction 30	𝑠 1500	𝑠 
MS − 19396 − 

PH 150	𝑠 11699 15 

As noted in Figure 3, the manipulated variables for the oxidation stage are the inert and air fluxes i.e., 𝒖𝒐𝒙 =

[𝐺657 𝐺8(]Q. Further, the manipulated variable for the reduction stage is the methane flux 𝒖𝒓𝒆𝒅 = [𝐺AG)]. These 

manipulated variables are bounded in the feasible regions 𝓤𝒐𝒙 ∈ {𝐺657 , 𝐺8(|1 ≤ 𝐺657 ≤ 8,1 ≤ 𝐺8( ≤ 20} and 𝓤𝒓𝒆𝒅 ∈

{𝐺AG)|0.2 ≤ 𝐺AG) ≤ 5}. In addition to the bounds, constraints are also set for the speed of changes in manipulated 

variables for each stage; this is done to ensure realistic control actions are determined by the controller such that they 

can be implemented in the plant. These constraints correspond to 𝒈 in equation (1) and are as follows: 

}∆𝒖𝒕$𝒋,𝒐𝒙} ≤ 3 (28)  

}∆𝒖𝒕$𝒋,𝒓𝒆𝒅} ≤ 0.5 (29)  

where }∆𝒖𝒕$𝒋} = }𝒖𝒕$𝒋 − 𝒖𝒕$𝒋U𝟏} is the change in the manipulated variable vector and the absolute value suppresses 

both sudden upwards and downwards changes. In addition to the potentially high computational cost of EMPC, which 

is resolved by using the pseudo-homogeneous model, EMPC-operated systems have been observed to exhibit 

oscillatory behaviour. This occurs as the system approaches a point where the economics of product generation and 

utility use are marginally different; the control move suppression term in equations (28) and (29) work to avoid this. 

4. Results and discussion 

The proposed EMPC is tested against the NMPC proposed by Toffolo et al. [32], which is the most advanced predictive 

CLC controller proposed to date. Both controllers start at the same initial conditions, are subject to the same prices, 

and use the same controller parameters (i.e., horizons, constraints). Only the objective functions differ between the 

proposed scheme and Toffolo et al. [32]; the reader is referred to the latter for tracking objective weights. The 

controllers were tested on the oxidation stage under varying initial inert flux conditions and energy prices while the 

reduction stage was tested under different fuel and carbon prices. 

Both controllers are assessed based on their profit rates described in equations (2)–(5) under varying economic and 

operation conditions. The cumulative revenue or loss of a given CLC stage 𝑘 is thus calculated as follows: 

𝑅a = 𝜏+𝜙",a,(
< − 𝜙&,a,(

<

32

()J

												∀𝑘 ∈ {𝑜𝑥, 𝑟𝑒𝑑} (30)  
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where the superscript 𝑝 denotes the economics of the multi-scale simulated plant. Further, the overall revenue of one 

cycle of both CLC stages is denoted as 𝑅AEA = 𝑅1: + 𝑅7;@.  

4.1. Oxidation stage 

As the oxidation stage is tasked with generating electricity, the revenue generated by the energy produced is the main 

variable of interest. Each CLC oxidation stage is run for 𝑡= = 3500	𝑠 such that peak temperature can be achieved, and 

the ensuing cooldown is observed. The average EMPC CPU time was 9.4	𝑠 (i.e., this is the time needed to solve the 

EMPC at each sampling interval). Since this time is less than the sampling interval length (Table 2), the controller is 

fit for online use. 

4.1.1. Initial inert flux 

An initial inlet flux of inert and air must be specified before the EMPC is engaged since the controller requires 

feedback to be solved. Toffolo et al. [32] assumed initial inlets of 	

𝐺657,J = 1	𝑘𝑔/𝑚4/𝑠	and 𝐺8(,J = 20	𝑘𝑔/𝑚4/𝑠, whereby the high initial inert rate is used to accelerate the heat front 

to the outlet. Herein, the economics associated with varying initial inert fluxes are studied by running the EMPC and 

NMPC-operated CLC systems with varying initial fluxes as summarized in Table 3. These results use the Ontario 

mid-peak energy price of 𝑃; = 0.122	$𝐶𝐴𝐷/𝑘𝑊ℎ [26], which is relatively low by international standards [43]. 
Table 3: Cumulative revenue for varying initial inert flux at Ontario mid-peak energy prices. 

𝑮𝑵𝟐,𝟎(𝒌𝒈/𝒎
𝟐/𝒔) − 5 10 15 20 

𝑹𝒐𝒙 

($𝑪𝑨𝑫/𝒔𝒕𝒂𝒈𝒆) 

𝑬𝑴𝑷𝑪 858.17 610.96 84.10 −692.51 

𝑵𝑴𝑷𝑪	[𝟑𝟐] −4868.37 −6532.77 −6884.45 −6891.57 

It should first be noted that the EMPC outperforms the NMPC on an economic basis for all initial inert fluxes as shown 

in Table 3. Moreover, for all NMPC implementations and the EMPC with high initial flux (𝐺8(,J = 20	𝑘𝑔/𝑚4/𝑠), 

the revenue is negative, thus the process is operating at a loss. Figure 4 exemplifies why this loss occurs in the NMPC; 

in these cases, the inert inlet (Figure 4b) corresponds to initial prolonged period of negative profit (Figure 4d). 

Additionally, the regulatory objective of the NMPC supresses the peak temperature to 900°𝐶 (Figure 4c), thus not 

enough energy is generated to offset the cost of inert. On aggregate, the regulatory objective, while maintaining near 

the set point temperature for much of the stage, is economically suboptimal. From a control standpoint, the NMPC 

uses two coordinated pulses of inlets (Figure 4a and b) to achieve good regulation; this leads to two temperature peaks 

occurring before significant cooling occurs towards the end of the stage. 
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Figure 4: Trajectories for varying initial inert flux at Ontario mid-peak energy prices obtained using the NMPC by Toffolo et al. 

[32]. 

In contrast to the NMPC, the EMPC can achieve revenues in most of the inert inlet cases (Table 3). In the high initial 

inert case, the maximization of temperature is not enough to offset the initial consumption of N2 given the low price 

of energy. However, when the initial inert inlet is lower, the profit rates dominate the expense rates (Figure 5d). In all 

initial inert flux cases, the air flux is initially maximized before a decrease towards the end of the stage (Figure 5a); 

this serves to increase the throughput of the system so that more energy is routed to the downstream turbine when the 

unit is hot (Figure 5c). Further, all EMPC cases minimized the usage of inert (Figure 5b) as it not an economical way 

to increase the system throughput. Lower initial inert fluxes are also observed to lead to prolonged period of peak 

temperature (Figure 5c) as the air to inert ratio is more quickly increased thereby increasing the rate of combustion. 

This also leads to shortened periods of air inlet (Figure 5a) and quicker settling to a cold temperature regime (Figure 

5c) such that the stage could be shortened, thus further intensifying the production of energy in CLC. The shortened 

stage time is particularly salient with respect to the NMPC, which continues cooling even at the end of the simulated 

time (Figure 4c).  
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Figure 5: Trajectories for varying initial inert flux at Ontario mid-peak energy prices obtained using the EMPC proposed herein. 

Despite the improvement in performance using the EMPC over the NMPC, the revenues remain modest (Table 3); 

this is owed to the low relative price of energy with respect to the inert, which means that the potential for high profits 

is reduced. 

4.1.2. Energy price variation 

While the previous scenario tests the controllers on the oxidation stage assuming Ontario mid-peak energy rates [26], 

this was only shown to lead to modest revenues. In jurisdictions with higher energy prices (e.g., the United Kingdom), 

CLC has the potential to be more profitable. As per the UK Department of Energy Security & Net Zero, the cap for 

energy in the UK is 𝑃; = 0.277	£𝐺𝐵𝑃/𝑘𝑊ℎ = 0.45	$𝐶𝐴𝐷/𝑘𝑊ℎ [43]. Accordingly, a sensitivity analysis is 

performed on operated PBR CLC from the Ontario off-peak price to the UK price cap; this is summarized in Table 4. 
Table 4: Cumulative revenue and peak temperature for varying energy prices at 𝐺!! = 5	𝑘𝑔/𝑚"/𝑠. 

𝑷𝒆($𝑪𝑨𝑫/𝒌𝑾𝒉) 0.087 0.122 0.182 0.25 0.30 0.35 0.40 0.45 

𝑹𝒐𝒙,𝑬𝑴𝑷𝑪 

($𝑪𝑨𝑫/𝒔𝒕𝒂𝒈𝒆) 
−9.72 858.17 2346.01 4032.21 4740.71 5646.15 6805.05 7816.04 

𝑻𝒎𝒂𝒙,𝑬𝑴𝑷𝑪	(°𝑪) 1264 1264 1264 1264 1275 1284 1285 1291 
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𝑹𝒐𝒙,𝑵𝑴𝑷𝑪 

($𝑪𝑨𝑫/𝒔𝒕𝒂𝒈𝒆) 
−5714.13 −4868.37 −3418.48 −1775.28 −567.04 641.20 1849.44 3057.68 

As expected, there is a trend of increasing revenues with increasing electricity price as the energy produced by the 

CLC can be sold for more; this is also owed to the peak temperature increasing with electricity price. The EMPC 

outperforms the NMPC on all cases, whereby the NMPC is only profitable with 𝑃; ≥ 0.35	$𝐶𝐴𝐷/𝑘𝑊ℎ because of its 

low temperature set point. In the EMPC case, the system reaches higher temperatures so that more energy is produced 

by the CLC; this is also shown in Figure 6c for energy price cases between the Canadian on-peak and the UK price 

cap. 

 
Figure 6: Trajectories for varying energy prices at 𝐺!! = 5	𝑘𝑔/𝑚"/𝑠 obtained using the EMPC proposed herein. 

The increased CLC temperature is caused by the peaking behaviour in the inert inlet (Figure 6b). In contrast to cases 

with low energy prices (𝑃; < 0.3	$𝐶𝐴𝐷/𝑘𝑊ℎ), scenarios with high energy prices are incentivized to input inert as 

the temperature is rising; this is done as the air inlet (Figure 6a) is quickly saturated, thus the only way to increase 

throughput (and thus reaction rate) is through the expensive inert. Despite the price of N2, high energy prices justify 

increased consumption as shown in Figure 6d whereby profit rate peaks are observed to correspond to the periods of 

peak temperature. Through these maximized profit profiles, the stage revenues summarized in Table 4 are achieved 

such that the EMPC-operated system is further intensified under different price scenarios. 
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4.2. Reduction stage 

As the reduction stage is tasked with regenerating the OC through combustion; the main variables of interest are the 

fuel consumption and the CO2 produced. Each CLC reduction stage is run for 𝑡= = 1500	𝑠 such that peak CO2 

selectivity can be achieved, followed by a decrease in reaction efficiency. The average EMPC CPU time for this stage 

was 17.8	𝑠, which is less than the sampling interval length (Table 2); accordingly, the controller is fit for online use. 

In addition to stage revenue (𝑅7;@) and CO2 throughput (𝐺AB(,123), the reduction stage is assessed in terms of its CO2 

selectivity 𝑆AB( 	(𝑚𝑜𝑙/𝑚𝑜𝑙), which quantifies its fuel efficiency.  

4.2.1. Ratcheting carbon prices 

Many jurisdictions have adopted a “ratcheting” approach to carbon pricing to ease the transition into more stringent 

emissions penalties. For instance, Canada [29] is increasing its carbon price by 15	$𝐶𝐴𝐷/𝑡𝑛 from a current price of 

65	$𝐶𝐴𝐷/𝑡𝑛 in 2023 to a final price of 170	$𝐶𝐴𝐷/𝑡𝑛 in 2030; this range in line with prices in other advanced 

economies [44]. The reduction stage in the PBR CLC is subject to these carbon tax changes such that it may affect its 

economically optimal operation; this is shown in Table 5 (note that the CLC behaviour does not change with prices 

past 155	$𝐶𝐴𝐷/𝑡𝑛, hence the omission  of 170	$𝐶𝐴𝐷/𝑡𝑛 from the table; this occurs as a minimum selectivity is 

reached past this price). 
Table 5: Cumulative revenue and peak CO2 selectivity for varying carbon prices at 𝑃#$" = 0. 2	$𝐶𝐴𝐷/𝑚% [30] and 𝑃&'( =

2.37	$𝐶𝐴𝐷/𝑚𝑠𝑐𝑓	[31]. 

𝑷𝑪𝑶𝟐($𝑪𝑨𝑫/𝒕𝒏) 65 80 95 110 125 140 155 

𝑹𝒓𝒆𝒅,𝑬𝑴𝑷𝑪 

($𝑪𝑨𝑫/𝒔𝒕𝒂𝒈𝒆) 
−546.96 −355.04 −189.96 40.17 319.94 626.76 906.21 

𝑺𝑪𝑶𝟐,𝒎𝒂𝒙,𝑬𝑴𝑷𝑪	(𝒎𝒐𝒍/𝒎𝒐𝒍) 0.83 0.83 0.67 0.53 0.45 0.40 0.39 

𝑹𝒓𝒆𝒅,𝑵𝑴𝑷𝑪,𝒔𝒆𝒍𝒆𝒄 

($𝑪𝑨𝑫/𝒔𝒕𝒂𝒈𝒆) 
−617.22 −412.98 −208.74 −4.49 199.75 403.99 608.23 

𝑹𝒓𝒆𝒅,𝑵𝑴𝑷𝑪,𝒖𝒕𝒊𝒍 
($𝑪𝑨𝑫/𝒔𝒕𝒂𝒈𝒆) 

−622.61 −405.49 −208.37 −1.25 205.87 412.99 620.11 

Toffolo et al. [32] previously proposed two set point targets for the CLC NMPC deployed in the reduction stage, 

wherein CO2 selectivity and CH4 utilization are prioritized, respectively; the cumulative revenue for both is shown in 

Table 5 with the subscripts 𝑠𝑒𝑙𝑒𝑐 and 𝑢𝑡𝑖𝑙. All carbon price instances of the EMPC outperform all instances of the 

NMPC, irrespective of whether the selectivity or utilization target is used on the latter; this is manifested through the 

EMPC achieving better stage economics in situations of both cost saving and profit maximization. Toffolo et al. [32] 

had previously noted that the CLC system exhibits a trade-off between outlet CO2 purity and flux whereby the optimal 

balance between the two goals was not explicitly solved for. This trade-off is owed to an increased amount of unreacted 

methane and other by-products (e.g., H2) when throughput is prioritized, which dilutes the outlet CO2 purity. The 

EMPC proposed herein provides an optimal way to balance these two goals from an economic perspective, hence it 

provides an economic advantage that amounts to further intensification. 
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Figure 7: Trajectories obtained using the NMPC proposed by Toffolo et al. [32]. Prices calculated at 𝑃#)! = 155	$𝐶𝐴𝐷/𝑚%, 

𝑃#$" = 0. 2	$𝐶𝐴𝐷/𝑚% [30], and 𝑃&'( = 2.37	$𝐶𝐴𝐷/𝑚𝑠𝑐𝑓	[31]. 

Figure 7 shows the reduction stage behaviour under the objectives from Toffolo et al. [32]. Both objectives impose an 

initial peak in methane inlet (Figure 7a), whereby the flow is subsequently gradually decreased to its lower bound. 

This causes a delayed peaking behaviour in the CO2 selectivity (Figure 7b) in which a maximum of  ~0.8	𝑚𝑜𝑙/𝑚𝑜𝑙 

is reached for both objectives. In terms of outlet CO2 flux, the initial inlet causes high initial outlet, followed by a 

second delayed outlet peak once the reduction reaction begins taking place (Figure 7c). For the carbon price of 

155	$𝐶𝐴𝐷/𝑡𝑛 as used for Figure 7d, the reduction stage is able to make a revenue as shown in Table 5; however, this 

is at least ~33% less that when the EMPC is used. Further, with a carbon price of 110	$𝐶𝐴𝐷/𝑡𝑛, the EMPC can make 

a slight revenue while the NMPCs result in losses. Below this carbon price (< 110	$𝐶𝐴𝐷/𝑡𝑛), all control schemes 

result in losses whereby the EMPC is best able to minimize the loss. Despite these potential losses, the reduction stage 

should still be performed as it is inherently a recovery phase that must be executed to enable the profitable oxidation 

stage; this trade-off is discussed in a later section. 
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Figure 8: Trajectories obtained using the EMPC proposed herein for varying carbon prices, 𝑃#$" = 0. 2	$𝐶𝐴𝐷/𝑚% [30], and 

𝑃&'( = 2.37	$𝐶𝐴𝐷/𝑚𝑠𝑐𝑓	[31]. 

Figure 8 shows the EMPC trajectories for different carbon prices wherein the trade-off between purity and throughput 

can be observed using the balancing mechanism of the carbon price. For low carbon prices (≤ 80	$𝐶𝐴𝐷/𝑡𝑛), the inlet 

(Figure 8a) is effectively kept at its lower bound since the methane price dominates the objective function; this results 

in high CO2 selectivity (Figure 8b) and low throughput (Figure 8c). As carbon price increases beyond 80	$𝐶𝐴𝐷/𝑡𝑛, 

each higher carbon price has a larger methane inlet peak that occurs sooner and lasts longer (Figure 8a). This increased 

methane inlet results in decreasing CO2 selectivity (Figure 8b) and increasing throughput (Figure 8c). In general, the 

objective used in the EMPC maximizes CO2 outlet flux using its carbon price term (equation (4)); this flux is best 

increased by throughput as selectivity cannot increase beyond ~0.83	𝑚𝑜𝑙/𝑚𝑜𝑙 as shown in Table 5. Despite this 

increased CO2 flux seeming like a potentially perverse incentive, it benefits the overall CLC process. More CO2 

production entails that there is a greater extent of reduction in the OC, thus it will have better performance when used 

in the oxidation stage. Even though constant stage times were used in the present study, quicker reduction could also 

potentially enable shorter stage times. In a scheduling context, if the relative amount of oxidation time to reduction 

time can be shifted more towards oxidation, then more energy can be generated in time. Moreover, as CO2 utilization 

[45] becomes a more mature industry, the increased reduction CO2 flux could yield potentially higher profits. 
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4.2.2. Fuel price effect 

In addition to gradually increasing carbon prices, the price of natural gas may vary such that it can impact the economic 

operation of CLC. Accordingly, the CLC EMPC is deployed for 155	$𝐶𝐴𝐷/𝑡𝑛 at varying natural gas prices as shown 

in Figure 9. The minimum gas price is assumed to be near the Canadian nominal price [30] of 0. 2	$𝐶𝐴𝐷/𝑚> and this 

price is increased until trajectory changes are no longer observed (at ~0. 45	$𝐶𝐴𝐷/𝑚>); however, gas prices in some 

jurisdictions can exceed this upper limit [46]. The main point of note is that fuel prices have the inverse effect on the 

EMPC with respect to carbon prices; this is reflected in higher selectivity (Figure 9b) and lower throughput (Figure 

9c) with increasing fuel prices, which occur as increasingly expensive gas causes lower feed (Figure 9a). Further, 

expensive gas can make the process very costly as reflect in Figure 9d, whereby losses are incurred for much of the 

trajectories with higher prices. 

 
Figure 9: Trajectories obtained using the EMPC proposed herein for varying natural gas prices, 𝑃#)! = 155	$𝐶𝐴𝐷/𝑡𝑛 [29], 

and 𝑃&'( = 2.37	$𝐶𝐴𝐷/𝑚𝑠𝑐𝑓	[31]. 

As the inverse effect of carbon and fuel prices was observed, a further sensitivity analysis was performed while 

simultaneously varying both incentives; this is summarized in Figure 10. Generally, the CO2 selectivity is maximized 

similarly to the high fuel price cases shown in Figure 9a; this behaviour is not observed when the fuel prices are low 

and the carbon prices are high (Figure 10a). The throughput behaviour is inversely correlated to the selectivity 

behaviour (Figure 10b) whereby low flux is observed as in the high fuel price cases in Figure 9b; this throughput is 
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accordingly increased only in the high carbon price and low fuel price regime. On aggregate, the fuel and carbon 

prices manifest their influence through the selectivity-throughput trade-off; low fuel prices (conversely, high carbon 

prices) are met by increasing throughput as selectivity peaks at ~0.83	𝑚𝑜𝑙	𝐶𝑂4/𝑚𝑜𝑙	𝐶𝐻I. Beyond this point of 

maximum selectivity, the best policy is to increase the total outlet flowrate with lower carbon conversion as the total 

carbon output can only be increased by processing more fuel. Despite other by-products (e.g., H2) being produced 

with higher throughput, the total amount of carbon in the outlet is increased on aggregate by having a more carbon-

dilute gas with a larger flowrate (e.g., the selectivity is halved while the throughput is increased fourfold when 

comparing edge cases in Figure 10). In contrast, the opposite effect is observed with high fuel and low carbon prices, 

whereby selectivity is prioritized at the expense of throughput. 

 
Figure 10: Joint sensitivity analysis for EMPC-operated system with varying CO2 prices (y-axes) and natural gas prices (x-

axes); a) CO2 selectivity, b) CO2 throughput, c) stage revenue. 

In terms of economics (Figure 10c), the EMPC is almost always aiming to minimize losses, leading to a cost of CO2 

avoided, which is natural for CCS systems [47]. Losses imply that the carbon avoided by the CLC system is not 

sufficiently high to offset the natural gas price; as the reduction stage is mainly a regeneration stage for the OC, this 

is expected. In comparison to the potential stage revenue from the oxidation stage, these losses are relatively minor 

(especially when energy prices are high); accordingly, this cost is acceptable. In cases of high carbon prices and low 

fuel prices, there is a positive revenue. Note that this is not actually a revenue made; rather, a positive economic gain 

relative to a technology that would be emitting its CO2. Nonetheless, as shown in the previous section, the EMPC 

herein is shown to optimize these oxidation economics relative to the NMPC. 

4.3. Overall stage performance 

When jointly considering the economics of both the oxidation and reduction stages within the EMPC-operated PBR 

CLC process, guidelines for the operation of CLC can be established for varying economic incentives. Figure 11 

shows sensitivity of overall process revenue (𝑅AEA) to the price variations previously tested with 𝐺8(,J = 5	𝑘𝑔/𝑚4/𝑠 

in the oxidation stage. It is important to recognize that, while the revenue of the CLC operation is dependent on these 

prices, they are exogeneous signals, which are effectively out of the control of operators. However, by creating a look-

up table such as that shown in Figure A12 (Appendix), decision-makers can decide if conditions are suitable for 

deploying the CLC by establishing economic thresholds that warrant operation. In this way, the CLC can be used 

intermittently when economic conditions are favourable. As indeed any CLC process is inherently intermittent owed 
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to its need for stage-wise operation, decisions on whether to execute or delay a stage can be made respect to the current 

market prices by determining the expected revenue as predicted in Figure A12 (Appendix) and whether it meets a 

user-defined threshold for operation. 

 
Figure 11: EMPC-operated revenue surfaces (𝑅#*#, z-axis) with varying CO2 prices (y-axes), natural gas prices (x-axes). Bottom 

surface uses 𝑃' = 0.087	$𝐶𝐴𝐷/𝑘𝑊ℎ, middle surface uses 𝑃' = 0.3	$𝐶𝐴𝐷/𝑘𝑊ℎ, and top surface uses 𝑃' = 0.45	$𝐶𝐴𝐷/𝑘𝑊ℎ. 

Figure 11 shows the aggregate results of the price effects explored in the previous sections as follows: increasing 

revenue with increasing energy prices (i.e., in higher surfaces), decreasing revenue with increasing methane prices 

(i.e., when moving right on the x-axis), and increasing revenue with increasing carbon prices (i.e., when right on the 

y-axis). The sensitivity to the energy price is most pronounced, which is in line with the fact that the CLC process’ 

main objective is to generate energy; accordingly, it is the factor that effectively determines whether the overall 

process is profitable. Figure 11 also shows that the CLC is often not profitable for low energy prices (also shown in 

more detail in Figure A12, Appendix), regardless of the methane and carbon prices. With higher energy prices (≥

0.182	$𝐶𝐴𝐷/𝑘𝑊ℎ), the CLC process always becomes a profitable proposition, with very high cycle revenues in the 

high energy price regime.  

The trend of increasing revenue with high carbon prices and low methane prices, as observed in section 4.2.2., is 

preserved even when varying energy prices. The sensitivity to methane prices appears to be the second most significant 

economic factor, where it has an influence on the revenue of each stage through the expense that is incurred; in the 

high energy price regime (e.g., Figure 11 top plot), a low methane price can increase revenues by up to ~25%. Lastly, 

the carbon price appears to have the least effect on revenue as it is effectively an unwanted by-product of the CLC 

process; in the high energy price regime, changing carbon prices are only able to increase revenues by ~12%.  

5. Conclusions 

CLC has been designed to produce energy with inherent carbon capture. The PBR configuration of CLC employs 

process intensification by performing both CLC stages within the same vessel. The work presented herein proposes 

an EMPC scheme to further improve the performance of CLC, enabled by a pseudo-homogeneous process model used 

in the controller. Economic functions are proposed for both oxidation and reduction stages where, respectively, the 
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energy generation and fuel management are dynamically optimized. Additionally, the online application of EMPC 

can accommodate for inter-stage changes in economic incentives. The EMPC is stated generally as to apply to any 

CLC configuration but tested on the PBR design, where it is found to provide economic benefit with respect to the 

state-of-the-art regulatory controller. The oxidation stage EMPC provides an order-of-magnitude economic 

improvement while the reduction stage EMPC yielded up to ~33% improvement over previous NMPC 

implementations with set point tracking objectives that may not lead to an economically optimal operation. Moreover, 

the reaction time in both stages was shortened thus further intensifying the unit with faster processing times leading 

to higher potential productivity. The economics of oxidation were found to be highly dependent on the initial inert 

flux and the energy sales price, whereby the EMPC maximized the peak outlet temperature to increase the energy 

output under varying market conditions. Further, the reduction stage was found to be highly sensitive to both carbon 

and fuel prices with inverse effect. High fuel prices were found to result in high CO2 selectivity and low throughput 

while high carbon prices increased throughput at the expense of selectivity. On aggregate, the amount of fuel being 

processed was higher in these low fuel price and high carbon price conditions where the use of CLC is beneficial with 

respect to traditional methods of energy generation owed to its inherent carbon capture. Considering both stage 

economics jointly, the EMPC-operated PBR CLC can generate revenue in all cases provided that the sales prices of 

energy is greater than or equal to the Ontario on-peak price. Price-dependent deployment of CLC is suggested, which 

agrees with the inherently intermittent operation of the process, which should be deployed when economic conditions 

are favourable to the operators. 

Batch-to-batch scheduling considering several CLC units, the effect of processing time [48], and planning decisions 

[49] remain to be addressed; while out of the scope of the present study, these approaches can be integrated with 

model-based control [50] to accommodate diurnal energy demands. As illustrated in this work, the EMPC approach 

can shorten the batch time in both stages; future works could explore the effect of stage timings by jointly considering 

real-time control with long-term scheduling decisions. By embedding a control scheme within a scheduling problem, 

the intermittent operation of CLC can be optimally timed to maximize energy generation or profit, which has been 

shown to result in significant benefits for conventional CCS plants (e.g., [51]). Moreover, the main assumption made 

herein is that of full state accessibility by the controller, which requires significant investment in instrumentation. To 

alleviate this, other CCS processes have deployed model-based (e.g., moving horizon estimation [4, 52, 53]) as well 

as data-driven (e.g., multi-layer perceptron based extended Kalman filter [54]) approaches. Similar strategies could 

provide realistic predictions of the expected closed-loop behaviour of CLC to deploy state-of-the-art control systems 

without requiring expensive instrumentation. 
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Appendix  

 
Figure A12: Joint sensitivity on overall revenue (𝑅#*#) with varying CO2 prices (y-axes), natural gas prices (x-axes), and energy 

prices (subplots). 
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